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Agenda

• The big picture – hybrid cloud on Power Systems
• Running Power workloads in the cloud
• Private cloud and automation
• Application modernization



A real-world look at multicloud

Movement 
between clouds 73% priority 

concern

Consistency 
of management 67% priority 

concern

Connectivity 
between clouds 82% priority 

concern

Traditional IT

Public clouds 
and SaaS

Private 
clouds

Dedicated
clouds

Sources: IDC Cloud Forecast; BCG & McKinsey

Hybrid multicloud is the new normal

USD 640 billion in 2020

2018–2020 CAGR -9%

USD 609 billion in 2020

2018–2020 CAGR 18%

USD 438 billion in 2020 

2018–2020 CAGR 15%

of enterprises will be using a 
mix of cloud models by 2022

of workloads 
will remain on premises50%

90%

60%
of enterprises will utilize 
flexible consumption models 
by 2023

*     https://www.idc.com/getdoc.jsp?containerId=prMETA46165020
**   IDC’s Cloud Pulse 1Q20, March 2020, n=2000
*** IDC FutureScape: Worldwide Data center 2019 Predictions, IDC #US42582518

**

***

*
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Consume Infrastructure-as-a-Service
Flexibility in deployment, management, and payment options

IBM Power
Infrastructure built for business with hybrid cloud agility

▪ Flexible consumption options 
with built-in cost optimization 

▪ 20-30% lower TCO

▪ ~ 50% lower TCA

▪ Simple agility to respond to 
business demands  

▪ Cloud-based monitoring, 
metering by the minute

▪ Including RHEL and OCP

▪ Power10 and POWER9 can 
co-exist in the same pool

▪ Leadership performance and 
scale

▪ Industry-leading availability

▪ Flexibility & agility

▪ End-to-end security 
from the processor to 
virtualization and OS

▪ VM-as-a-Service

▪ Consistent architecture to 
on-prem infrastructure

▪ AIX, IBM i and Linux

▪ Access to other cloud services

▪ Global footprint

▪ Quick access to OpenShift to 
accelerate app modernization

Power Private Cloud
with Dynamic Capacity

Pay only for what you use

Cloud capabilities on-prem. with 
advanced monitoring

Power Virtual Server
with IBM Cloud

Extend to public cloud

Same mission-critical infrastructure as on-prem, 
for Dev/Test, HA/DR, modernization

IBM Power  

Business continuity and agility

Designed for the most challenging 
business requirements 
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Power 
Platform 
Foundation

Power Cloud 
Infrastructure

Open hybrid multicloud platform

IBM Power® Systems Power Systems Virtual Server PowerVC
PowerVM 
Bare metal

IBM Power 
Servers

Private Cloud (on-prem) Public Cloud (off-prem)

Red Hat CoreOS        
Red Hat 
Enterprise Linux

IBM Cloud Paks
• WebSphere Hybrid Edition
• Cloud Pak for Data 
• Cloud Pak for Integration
• Cloud Pak for Watson AIOps 

(formerly CP4MCM)
• Cloud Pak for Bus. Automation
• IBM Automation Foundation

Red Hat App Services

• Red Hat Runtimes
• Red Hat Integration

• Fuse, 3Scale, AMQ Streams
• Red Hat Process Automation

• Process Automation
• Decision Manager

Cloud-native ISV SW
• Banking, Retail, Healthcare 
• eCommerce
• Databases (Open Source)
• Security  
• DevOps
• App/Infra. Mgmt. & Auto.

Open Source Software & 
Developer Community
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Open Enterprise Hybrid Cloud on IBM Power – Product Offerings Stack

RH OpenShift + Add-ons

• Kubernetes Orchestration
• CodeReady Workspaces
• Service Mesh
• OpenShift Pipelines (Tekton)
• Serverless
• ODO (CLI for Developers)

Travis CI

Software 
Product 
Portfolio

Power Private 
Cloud – pay 
as you go

Kubernetes

Hybrid Cloud Infrastructure and Application Management

Manage-to and manage-from for VMs + containers; infused with AI;
across Power, Z, x86 private + public cloud

Developer
1st

Hybrid Cloud 
Management 

Red Hat
Advanced Cluster

Management for
Kubernetes



• Consistent and compatible IT architecture 

– no additional middleware or application 

refactoring required

• Extend workloads across on-premises

and Power Virtual Server

• Consistent management and automation 

services across hybrid & heterogeneous 

architectures

• Common hybrid cloud currency for

pay-per-use consumption

Consistent experience for elastic 

computing across the IT environment

On-premises, 

Power Private Cloud 
with Dynamic Capacity

Power Virtual 

Server

IBM Power & 

Storage

IBM Cloud 

Services

Advanced Cloud 

Services

Connect with  

cloud services 

I BM Cloud 

Available 

capacity

Permanent Activations

Pay per use consumption

Common hybrid 

cloud currency

Enterprise 

workloads:

e.g. SAP, Red 

Hat OpenShift,

IBM Cloud 

Paks etc.

IBM Power approach to 
frictionless hybrid cloud



Power Virtual Server –
Running Power Workloads 
in the Cloud
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Power Virtual Server

Power10 in 

Power Virtual Server

Statement of Direction

Data centers 

across the globe

Customers deployed prod, 

pre-prod, HA/DR use cases

Key solutions

SAP HANA SAP NetWeaver

AIX and IBM i Solutions

Red Hat OpenShift IBM Cloud Paks

Epic (currently in Pilot mode)

IBM intends to deploy Power10 in select Power Virtual Server data centers. Power10 in Power 

Virtual Server is intended to deliver improved performance, scale, security and embedded AI 

capabilities, allowing clients to further enhance their Power hybrid cloud infrastructure.

Comprehensive 

Compliance

GDPR

SOC1 Type 1 and Type 2 

HIPAA

ISO 27K

SOC2 Type 2 (Target 3Q21)



Why Power Systems Virtual Server

Total Cost of 

Ownership Reduced 

for operations

TCO

Integration between on-

prem value and other 

services

Connectivity

Consumption-based 

Model and to avoid 

CAPEX

OPEX

Exit datacenter 

ownership 

responsibilities

Refocus



IBM Power Systems Virtual Server

S922, E980 

0.25-143 cores (15 for S922, 143 for E980), 

Shared (capped or uncapped) or Dedicated option

FS9200 all flash: Tier 3 (SSD) or Tier 1 (NVMe)

10 GB minimum / 2 TB maximum per disk, 10 GB increments

Public and/or Private IP

AIX / IBM i / Linux 

DAL, WDC, SAO, FRA, LON, TOR, MON, TOK, OSA, SYD 

Offering Description:

A user can purchase an AIX, IBM i, and Linux Power VM-based Virtual Machine-as-a-Service

IBM manages up to OS deployment and the client self-manages the OS and up. 

Our users can purchase the offering through Cloud consumption-based pricing plans available through IBM Cloud Catalog.

Systems:

Compute:

Storage Type:

Network:

OS:

Data Centers:

Multi-tenant, self managed, Power compute as-a-service in IBM Cloud 

with consumption-based OPEX pricing

Services Provided
By IBM or BP teams
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Integrated into the IBM Cloud Catalog



Access the offering from the IBM Cloud Portal

cloud.ibm.com and search for Power.

• Create a resource group in your 

desired region.

• Customize the LPAR with the 

amount of cores, memory, 

storage, and operating system.

• Provision in moments.

http://cloud.ibm.com/


S922 LPAR Network Configuration



S922 LPAR NPIV Storage Configuration



Use Case:  Development/Test

Problem Statement:

Clients need to do short term work without 
sacrificing mission critical or up time.  Many also 
want a quick and low-cost way to validate the 
performance of the latest Power hardware, develop, 
upgrade and test software for their workloads.

What that means to you:

Use pay-as-you-use billing as you start projects 
without large, capital budgets; run multiple tests 
simultaneously; and spin up or down as needed.

PowerVS gives clients the ability to quickly and 
easily spin up Power Systems resources.

Examples 

• Software upgrade and 
development (AIX 
7.3, IBM i 7.4)

• ISV testing in the new 
Power platform

• Early container work

Why PowerVS?

• Build the same as 
on-premises Power

• Easy to move to QA 
and Production

• Flexibility

• Client-paced 
modernization

Which clients might be interested?

• Current on-premises clients looking to modernize

• Clients reaching software or hardware EoL / EoS

• Clients wanting to develop, upgrade and test new 
software, as well as hardware performance

• Those with an interest in deploying containers as 
well as virtual machines



Use Case:  Scaling Workloads

Problem Statement:

Many clients have environments that need the 
flexibility and versatility to meet seasonal or peak 
time demand.  They need the ability to access 
capacity quickly, when needed, in an affordable 
way.

What that means to you:

PowerVS offers a monthly billing rate that includes 
the licenses for your operating systems. The 
monthly billing rate is pro-rated by the hour based 
on the resources that are deployed to the Power 
Systems Virtual Server instance for the month.

Add capacity to on-premises infrastructure when 
needed. Take advantage of virtual server resources 
and pay-as-you-use to help deliver peak savings.

Examples 

• Retail clients with 
seasonal peaks

• Temporary addition of 
workloads for testing

• Unanticipated 
situations requiring 
immediate resources

Why PowerVS?

• Pay monthly only for 
what you use on an 
hourly basis

• Bursting capabilities

• Provision and turn 
off resources as 
needed

Which clients might be interested?

• Clients in retail, distribution, and health care who 
need the availability to scale resources up and 
down based on demand and peak times

• Existing Power clients wanting to test PowerVS
with flexibility 

• Clients seeking to run in a hybrid cloud model



Use Case:  Backup, HA, and DR

Problem Statement:

Clients run mission critical workloads on Power 
Systems, so they need high performance and 
reliable infrastructure plus consistent enterprise 
stack as on-prem to conduct their business 
continuity.  They seek low-latency connections 
between on-prem and remote Power infrastructure.

What that means to you:

Create customer confidence to use HA, backup and 
disaster recovery infrastructure for on and off-
premises environments.

Have reliable business continuity without doubling 
CAPEX

Examples 

• A Power on-premises 
customer backing up 
to a PowerVS data 
center

• Reprioritizing or 
shutting down data 
center strategy

Why PowerVS?

• Seamlessly move 
and manage 
workloads across 
cloud and on-
premises 
environments

Which clients might be interested?

• Clients with mission critical workloads that 
cannot fail or go down

• On-premises clients seeking hybrid solutions

• Clients looking to offload partial data center 
responsibility to IBM



Use Case:  Production

Problem Statement:

Clients are exiting data center or stop CAPEX need a 
certified Power infrastructure to continue deliver 
them performance, security, and reliability as well 
software license saving.  Clients realign IT skills with 
their business mission.

What that means to you:

Consistent architecture across enterprise stack 
(microprocessors, FW, virtualization management 
and OS) as on-prem

Frictionless migration

No CAPEX or up-front payment

Cloud flexibility and agility

IBM Cloud compliance and security

Examples 

• Reprioritizing or 
shutting down data 
center strategy

• Seek fully managed 
environment

Why PowerVS?

• SAP certification

• Oracle support

• Deep Power and 
Cloud skills in IBM

Which clients might be interested?

• Clients with mission critical workloads that 
cannot fail or go down

• Clients looking to offload data center 
responsibility to IBM



Private Cloud and Automation
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PowerVC API provides integration with multicloud

management and cloud-native management solutions

Cloud Orchestration 
Solutions

Cloud and Virtualization Management

• Build Power Systems private clouds

• Quickly capture and deploy VMs

• Virtual machine resiliency and more…

vRealize

Enterprise PowerEnterprise 
Storage

IBM

EMC

Hitachi

Pure Storage

PowerVC
Infrastructure-as-a-Service and Private Cloud Management 
for IBM Power Systems
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Fully Automated Cloud Platform
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Provisioning Configuration 

Management

Application 

Deployment

Continuous 

Delivery
Orchestration Security 

Automation

Broad
Use Cases

Consistency
across OSes

Consistency
across Hybrid
Environments

Standard
Technologies

Ansible

Terraform

APIs

Private Clouds

On–Premises
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Ansible enables automation on Power Systems 

1. Rapidly build new LPARs in a consistent manner

2. Apply appropriate configuration to the new LPARs

3. Deploy and configure s/w packages to the new LPARs

4. Administer existing LPARs:

➢ Resize, add storage, restart services etc.

➢ Increase filesystems, create users, change file 
permissions etc.

➢ Migrate LPARs, stop/start etc.

➢ Monitor usage, availability etc.

➢ Upgrade OS, apply patches etc.



AIX 7.x LPAR

Public SSH Key

m
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Deploying Ansible

General Prerequisites:

• Ansible Controller  
• AIX 7.x, RHEL 8.x, Ubuntu, others
• Python 2.7 or later / Python 3.5 or later
• SSH connection
• Uses “modules” to configure the desired end 

state of a server “inventory”
• Example: copy module to copy file 

• Modules handle the “state” of the inventory
• Example: file module does not create a directory 

if directory is there

• Install using 
• OS package manager (yum, apt-get, pkg)
• Python package manager (pip)

• Ansible Clients: 
• AIX, IBM i, RHEL, Ubuntu, others
• Python 2.6 or later
• Controller SSH public key
• Agentless
• Can be added or removed from inventory

x86 or Power

RHEL 7.x, AIX

Ubuntu, SLES…

Python 2.7 or 3.5

Host 

Inventory

- hosts: all

tasks:

- copy:

src: /tmp/testfile

dest: /tmp/testfile

Playbooks 

(YAML) 

files

SSH

IBM i LPAR

Public SSH KeyIBM i LPAR

Public SSH Key

SLES server

Public SSH Key
SLES server

Public SSH Key

AIX 7.x LPAR

Public SSH Key

Ansible Controller
(Management Node)

Ansible Clients
(Managed Nodes)

- hosts: all

tasks:

- copy:

src: /tmp/testfile

dest: /tmp/testfile

module

module

m

m

m

AIX 7.x LPAR

Public SSH Key

m

RHEL 8.x server

Public SSH Key

m

RHEL 8.x server

Public SSH Key

m

m

m
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Ansible Inventory

Example 1 Example 2
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Ansible Playbooks

• Used for automation and orchestration 

• Uses .YML files to define automation tasks (prescriptive)

• consist of series of ‘plays’ that define automation across a set 
of hosts, known as the ‘inventory’. 

• Each ‘play’ consists of multiple ‘tasks’, that can target one, 
many, or all of the hosts in the inventory. 

• Each ‘task’ is a call to an Ansible module - a small piece of 
code for doing a specific task. 

• Simple tasks: placing a configuration file on a target 
machine, or installing a software package. 

• Complex tasks: spinning up an entire CloudFormation 
infrastructure in Amazon EC2. 

--- SAMPLE YAML FILE ---

- hosts: webservers
vars:

http_port: 80
max_clients: 200
remote_user: root

tasks:
- name: ensure apache is latest version

yum:
name: httpd
state: latest

- name: write the apache config file
template:

src: /srv/httpd.j2
dest: /etc/httpd.conf

notify:
- restart apache

- name: ensure apache is running
service:

name: httpd
state: started

handlers:
- name: restart apache

service:
name: httpd
state: restarted
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Ansible Modules

• Ansible includes 1000s of modules ranging from:

• simple configuration management

• managing network devices

• modules for maintaining infrastructure on every major cloud 
provider.

• Core modules for Ansible 

• allow for easy configuration of desired state

• check if specified task actually needs to be done before 
executing it. 

• modules shipped with Ansible are implemented in Python 
and PowerShell

• takes JSON as input and produce JSON as output

• Out-of-the-box support for all major cloud providers

https://docs.ansible.com/ansible/latest/modules/list_of_system_modules.html
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Collections are the standard way to extend and 
complement base Ansible content—and now AIX 
and IBM i content is available—in both community 
and commercial form

COMMUNITY ENABLED: NO CERTIFICATION

Collections are distributed via Ansible Galaxy and are 
provided with community-level support (i.e., no paid 
enterprise support subscriptions from Red Hat)

ENTERPRISE READY: CERTIFIED CONTENT FROM RED 
HAT

Collections can additionally be certified by Red Hat + 3rd

parties by certifying them and putting them in Red Hat 
Ansible Automation Hub; made available via Red Hat 
subscriptions

Ansible Collections and Red Hat Automation Hub for AIX and IBM i

Red Hat
Ansible Engine:
Base Modules

Red Hat Ansible
Automation Hub:

Operating System Content

IBM: AIX Collection

Value-add playbooks and modules for AIX…
Examples: aix_lvg, installp, aix_inittab
(several already exist here)

IBM: IBM i Collection

Value-add playbooks and modules for IBM i…
Examples: sql_query, reply_message, obj_auth

IBM: z/OS Collection

Value-add playbooks and modules for z/OS…

https://galaxy.ansible.com/home
https://www.ansible.com/hubfs/2015_Images/Partners/2019%20Ansible%20Certification%20Policy%20Guide.pdf
https://www.ansible.com/products/automation-hub
https://docs.ansible.com/ansible/latest/search.html?q=aix&check_keywords=yes&area=default
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Automating IBM i

On Github:

https://github.com/IBM/ansible-for-i

On Ansible-Galaxy

https://galaxy.ansible.com/ibm/power_ibmi

https://github.com/IBM/ansible-for-i
https://galaxy.ansible.com/ibm/power_ibmi
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Ansible Modules for AIX 

AIX logical volume operations

IBM Power Systems AIX collection on Ansible-Galaxy

• aix_devices – Manages AIX devices

• aix_filesystem – Configure LVM and NFS file systems 

for AIX

• aix_inittab – Manages the inittab on AIX

• aix_lvg – Manage LVM volume groups on AIX

• aix_lvol – Configure AIX LVM logical volumes

• nstallp – Manage packages on AIX

• mksysb – Generates AIX mksysb rootvg backups.



Automated Patching of IBM AIX Servers 

Ansible automation makes cloud and infrastructure provisioning and maintenance a breeze

• Deploy workloads to public and private cloud environments, agnostic to any particular vendor

• In this example, Ansible automates patching of an 
IBM AIX environment, ensuring the NIM Master 
is at least the same versioning level (or higher) than 
the cluster of NIM Clients

PlaybookInventory Modules

Master (Control) Node

▪ AIX 7.X+ (or RHEL/Ubuntu)

▪ Python 2.7+

▪ wget

▪ GIT tools

Operating System 

Environment

IBM Fix Server
NIM Client

NIM Client

NIM Client

AIX 7.1 TL3 SP1

AIX 7.1 TL1 SP4

AIX 7.2 TL0 SP2

NIM Master

AIX 7.X+   Python 2.6+

SSH



Automated Server & Storage Provisioning – Integration with PowerVC via REST APIs

• For example, automate provisioning of IBM Power compute servers in response to growing 
resource demands from other endpoints that Ansible is managing

PlaybookInventory Modules

Master (Control) Node

Private Cloud

IBM Cloud 

Terraform “Infrastructure as Code”

Infrastructure 

Configuration

Infrastructure 

Provisioning

Dynamic Inventory

terraform.tfstate

Ansible can also leverage open source technologies like Terraform to unlock a Dynamic Inventory



Application Modernization 

In an approachable and methodical way
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Evolving Application Landscapes
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Application Modernization
Drive innovation and faster insights with 
modern apps and infrastructure
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Open and integrated approach 
VMs and Containers co-reside on a server 

Build once, deploy anywhere
For optimized data and workload placement

Culture and skill transformation
Best practices, proven methods, and tools 

VM

IBM Power Systems

VM-based apps

VM VM VM

Existing apps

Existing
VM-based

apps

New cloud-native 
container apps

Modernized apps

APIs

IBM

Cloud Paks

VM

IBM Power Systems

VM
Red Hat

OpenShift

Incrementally
modernize

Kubernetes

DevOps

Deploy anywhere – on-prem
or in the public cloud

Low latency
Data gravity

Superior
economics

1. Accelerate Digital 
Transformation

2. Accelerate Delivery

3. High(er) Quality

4. Deployment Flexibility for
Hybrid Cloud

Download the Application Modernization Field Guide

https://www.ibm.com/downloads/cas/D9POQ3YR

https://www.ibm.com/downloads/cas/D9POQ3YR


Simplify Management 

On or Off-Premises

Automated installation, 

lifecycle management, 

and upgrades for the 

container stack — with 

any cloud or vendor.

Build Fast and 

Deploy Anywhere

Helps teams build 

with speed, agility, 

confidence, and 

choice — wherever your 

business needs to build.

Build with Kubernetes,

Trust with Red Hat

Focused on security 

at every level of the 

container stack and 

throughout the application 

lifecycle.

IBM Systems
What Is Red Hat OpenShift?

* Current release as of July 2021

Red Hat OpenShift is a managed container orchestration 

platform built around Kubernetes. Develop containerized 

applications with enterprise-ready open source technology. 

Manage deployments across hybrid and multicloud 

environments using full-stack automated operations.

Red Hat

OpenShift

Release v4.8*
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https://www.redhat.com/en/technologies/cloud-computing/openshift


{ DEVELOP NEW APPS ON POWER }
with Red Hat Runtimes, CodeReady Workspaces and Open Source software

For a complete list 
of packages, visit:

Linux Images

+ Red Hat
+ CentOS
+ SUSE
+ BusyBox
+ AlpineLinux
+ Ubuntu
+ Debian

Web & Middleware

+ WebSphere Liberty
+ Open Liberty
+ Apache Tomcat
+ ActiveMQ
+ JBoss
+ WildFly
+ RabbitMQ
+ WordPress

Cloud & DevOps

+ Jenkins
+ Ansible
+ Kubernetes
+ Red Hat OpenShift
+ Gradle
+ Maven
+ Terraform
+ Travis CI

Languages

+ Python

+ Java

+ PHP

+ GoLang

+ OpenJDK

+ NodeJS

+ R

+ Ruby

+ Rust

+ GCC

+ TensorFlow

+ Erlang

+ Appsody

+ Transform Advisor

Databases

+ MongoDB
+ Redis
+ MySQL
+ Cassandra
+ MariaDB
+ PostgreSQL
+ Memcached
+ IBM Db2
+ CouchDB

Analytics & AI

+ Grafana
+ Kibana
+ Elasticsearch
+ Logstash
+ Fluentd
+ Kafka
+ IBM Watson Studio
+ IBM Watson ML

Storage

+ Container Storage Interface
+ IBM Spectrum Virtualize
+ IBM PowerVC CSI Driver
+ NFS

Networking

+ Prometheus
+ Nginx
+ Apache HTTP Server
+ ZooKeeper
+ HAProxy
+ etcd

Entitled registries as appropriate for licensed software (e.g., IBM, Red Hat).

Red Hat 
Ecosystem 
Catalog

Now 
Available on 
IBM Power 
Systems
for Red Hat 
OpenShift 
Customers

36

1,064 packages 

as of 07/28/21
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Seamlessly manage multiple OpenShift clusters.  From ONE place.

Multicluster lifecycle 

management

Policy driven governance,

risk and compliance

Advanced application 

lifecycle management 

Red Hat Advanced Cluster Management for Kubernetes

Multicluster observability for 

health and optimization

Clusters on PowerVS, PowerVC,

x86, Z, IBM ROKS, AWS, etc.



Power On-Premise Power Virtual Server

PowerVM Hypervisor – Enterprise Scale, Resiliency and Security

✓ Efficient scaling of Infrastructure

✓ More software with less servers

✓ Proven security and reliability

Mission Critical 

Business Applications
New Cloud Native Applications

+

✓ Rapidly develop and deploy new apps

✓ Incrementally extend 
existing IT value

✓ Add AI and automation capabilities

WebSphere 
Hybrid Edition

Modernization 
Tooling (TA, M2M)

WebSphere

WebSphere 
Modernization with 

Liberty 

Liberty Cloud Native

Innovate 
with Data

Modernize 
IBM MW

Create New 
Cloud Apps

Strong 
Ecosystem

OCS: OpenShift Container StorageIBM Spectrum Scale

ISV & Open 
Source

(Examples)

Red Hat Dev. 

Tools

CodeReady, ODO, 
Pipelines

Server Mesh, 
Serverless

RH Runtimes
Node.js, OpenJDK, 

DataGrid, JBoss, 
AMQ Broker, etc.

IBM Cloud 
Pak for Data

AI & Machine 
Learning

Date Science & 
Visualization

Data Warehousing

Foundational 
Services

superior integration, performance, and security across systems and software

IBM Power – One Platform for Digital Transformation

High Speed

Exploit 
databases
on Power

Co-locate 
apps & data

Infuse AI 
into apps

Containerize 
ISV apps
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Take the next step

Create your own OpenShift cluster on 
IBM Power with a 60-day free trial

Get started with OpenShift on IBM 
Power Virtual Server. Reference:

https://developer.ibm.com/series/deploy-
ocp-cloud-paks-power-virtual-server/

https://cloud.redhat.com/openshift/install
https://www.ibm.com/downloads/cas/D9POQ3YR

https://www.ibm.com/downloads/cas/G4DO3DJE

Learn More Today!

Field Guide for App Modernization on Power

IBM Hybrid Cloud on Power white paper
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https://developer.ibm.com/series/deploy-ocp-cloud-paks-power-virtual-server/
https://cloud.redhat.com/openshift/install
https://www.ibm.com/downloads/cas/D9POQ3YR
https://www.ibm.com/downloads/cas/G4DO3DJE


Accelerate transformation

with IBM Power

ibm.biz/power10

Statements regarding IBM's future direction and intent are subject to change or 

withdrawal without notice, and represent goals and objectives only.


